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Abstract

The goal of this paper is to evaluate the generalization performance of a variety
of factor analysis techniques in an image database environment. Factor analysis
techniques, such as Principal Components Analysis, have been proposed as means
of reducing the dimensionality of the data stored in image retrieval systems. These
techniques compute a transformation which is applied to vectors of image features
to produce vectors of lower dimensionality which still characterize the original data
well. Computing such transformations for very large numbers of images is compu-
tationally expensive, especially if this calculation must be repeated each time new
images are added to the database. It is to be hoped, therefore, that a transforma-
tion computed using a subset of all possible images will perform well when applied
to images not used in its derivation. To evaluate this generalization ability, we
measure the agreement between partitionings of image sets computed using such
transformations with those produced by human subjects.

Keywords: image databases, clustering, factor analysis, generalization,
agreement

1 Introduction

Millions of people now use multimedia documents daily: on the world wide web, in the
electronic preparation of documents, and in the everyday use of computers. Multimedia
documents are distinguished by the presence of images. There is thus a great need for
systems that allow users to create, manage and query image databases in an efficient and
accurate manner. The attachment of textual labels to images is considered inadequate
for these purposes. There is thus great interest in content-based image retrieval systems
(CBIRSs). A CBIRS retrieves images from a database based on their similarity to a
query image or sketch [1,2].

One of the problems faced by CBIRS designers is the vast quantity of data that
is available to them. A great variety of image features have been proposed for use
in CBIRSs, including frequently-used colour features such as colour histograms [1, 3, 4],
texture features [5,6], shape features [7,8], and a variety of region and edge statistics
[3,9]. In short, a large number of features is available, and it is difficult to know their
dependencies a priori.

Factor analysis provides a means of addressing this problem. Factor analysis has been
applied to text retrieval, where it is usually known as “Latent Semantic Indexing” [10].
It has also been used for image retrieval by several authors, e.g. [4].

In this paper, we investigate the generalization capacity of factor analysis techniques
in an image database system: how well do image similarity measures derived using factor
analysis generalize to images not included in the factor calculation?

2 Factor analysis techniques

Factor analysis techniques provide a means of representing large sets of numerical data
in spaces of lower dimensionality, by finding a new, ordered, set of orthogonal axes, so



that the sum of the norms of the projections of the data onto these axes is maximized,
according to some metric.

Perhaps the best-known such method is Principal Component Analysis (PCA), which
uses the covariance of the mean-centered data as the metric, thus providing factors that
maximally preserve the variance of the original data. If the raw data for each feature
is first normalized by its standard deviation (NPCA), then the correlation between data
points becomes the metric for the analysis.

In Correspondence Analysis (CA) [11], the coordinates of the data points are defined
so that the Euclidean metric in feature space corresponds to the x? distance between the
points, and the analysis is thus in terms of the independence of the data.

All these techniques lead to a set of linear equations which map the (perhaps already
transformed) original, high-dimensional feature vectors to a factor space. The feature
vectors are projected onto the eigenvectors of a matrix. The corresponding ordered eigen-
values indicate the degree to which each eigenvector contributes to the approximation of
the original space spanned by the data. Since there are usually dependencies between
the original features, it is usually possible to obtain a high quality approximation of the
data space retaining only the first few eigenvectors. The techniques can thus be used to
find mappings from high-dimensional feature spaces to lower dimensional factor spaces,
such that some statistic of the original data is still well approximated.

3 Agreement between partitionings of an image set

In order to evaluate the performance of image database organization systems, we have
developed a measure of the agreement between two partitionings of a set of images into
unlabeled subsets, based on pair-wise subset membership comparisons. This differs from
the precision and recall performance measures used for evaluating a system’s responses
to queries.

We are interested in such partitionings since they provide a means of restricting the
number of images which must be searched during a query. Also, by evaluating the way
systems and humans partition a set of images into subsets, we effectively compare their
similarity judgments for all images in the set simultaneously. In earlier studies [9,12],
it emerged that random partitionings can have significant chance agreement. We have
shown how a better, chance-corrected, agreement measure can be defined. We call this
agreement measure kp; the mathematical details may be found in [12] (the main interest
is the calculation of expected chance agreement). Based on Cohen’s kappa statistic [13],
it is 0 for no improvement over change agreement, and 1 for perfect agreement. It is
defined as:

observed agreement — expected chance agreement

KRB — . (1)

1 — expected chance agreement

4 Experiments

We based our study on a set of 500 unconstrained colour provided by Télévision Suisse
Romande. From these images, two subsets of 100 images were selected randomly. For each
image, 15 features were extracted, based on colour statistics, segment and arc lengths, arc



radii and region intensity variances [14]. Three factor analysis techniques (CA, NPCA
and PCA) were applied to these features, for each set of 100 images and for the full set
of 500. The eigensystems describing the resultant mappings were saved. The images
were then clustered into a binary tree, using Ascendent Hierarchical Clustering [15], for
each factor analysis type, retaining either 2 or 4 factors. For each of the two subsets of
100 images, the images were also clustered after their features were transformed using
the eigensystem derived from the other subset, as well as that derived from the full 500
images.

Human subjects were also asked to partition the sets of 100 images into at most 8
subsets. This was done using a computer program which initially presented each subject
with the source image set, and 8 empty sets. Images could be dragged from any image
set and dropped in another image set using the mouse. When all images from the source
image set had been assigned to subsets, the partitioning could be saved.

Subjects were given a brief demonstration of how the program worked, and told that
the notion of image similarity was entirely their choice. The task was performed by 9
members of the computer vision research group at the Université de Geneve, who may
be considered to be have some expert knowledge.

The third level of a binary tree contains (at most) eight classes. The machine cluster-
ings were thus extracted from the binary trees at that level to facilitate their comparison
with the human partitionings. The agreement between all the machine and human par-
titionings was then calculated for each image set.

5 Results

In order to put these results in context, one much first remark that the agreement between
human subjects varied greatly. A summary appears in Table 1. Though very much greater
than those expected by chance, these results show that it is unreasonable to expect any
CBIRS to perform perfectly across all users.

mean | median | std. dev. | kg min. | kg max.
Image set 1 | 0.3773 | 0.3625 0.0822 0.2225 0.5868
Image set 2 | 0.4383 | 0.4668 0.1082 0.2304 0.6557

Table 1: Statistics summarizing the agreement between human subjects, using kg, for
image sets 1 and 2.

For each image set, we present, in Tables 2 and 3, the mean agreement between the
human and machine partitionings for each of the factor analysis techniques, under the
various conditions described above. The abbreviation “eigs. 1”7 indicates the eigensystem
calculated using image set 1; “2 facts.” indicates that two factors were retained for
clustering, etc..

It must be remembered that these are average values, computed using the agreements
with 9 human subjects. As is clear from Table 1, the agreement between these humans
was far from 100%. Also, the standard deviations of these figures were in the range of
0.01 to 0.05. The differences between the performances of the various techniques are
often in this range.



eigs. 1 | eigs. 1 || eigs. 2 | eigs. 2 | eigs. all | eigs. all
2 facts. | 4 facts. | 2 facts. | 4 facts. || 2 facts. | 4 facts.
CA 0.1493 | 0.1218 || 0.1212 | 0.1170 || 0.1457 | 0.1218
NPCA || 0.1368 | 0.1367 || 0.0864 | 0.0973 | 0.1188 | 0.1387
PCA 0.1350 | 0.1162 || 0.1421 | 0.1180 || 0.1157 | 0.1173

Table 2: Mean agreement between human and machine partitionings for image set 1, for
various factor analysis types, eigensystems, and numbers of factors retained.

eigs. 2 | eigs. 2 || eigs. 1 | eigs. 1 || eigs. all | eigs. all
2 facts. | 4 facts. || 2 facts. | 4 facts. || 2 facts. | 4 facts.
CA 0.1146 | 0.1901 || 0.1311 | 0.1581 || 0.1328 | 0.1472
NPCA || 0.1938 | 0.1468 | 0.1679 | 0.1796 | 0.1542 | 0.1508
PCA 0.1284 | 0.1320 || 0.1376 | 0.1450 || 0.1284 | 0.1321

Table 3: Mean agreement between human and machine partitionings for image set 2, for
various factor analysis types, eigensystems, and numbers of factors retained.

For image set 1, the use of the eigensystems computed using image set 2 reduced
performance in all cases except for PCA, and to values below those obtained using the
eigensystems computed using all 500 images. For PCA the values were still within one
standard deviation of the prior values. Using the eigensystems from all 500 images, there
was almost no change compared to the values computed using the eigensystems from
image set 1, and the small reductions in performance were all well within one standard
deviation of the means.

For image set 2, the results are more mixed, though in 4 out of 6 cases, agreement
was better using the eigensystems from image set 1 rather than that from image set 2
itself. Using the eigensystems computed from all 500 images, agreement was better or
effectively unchanged in 4 out of 6 cases, with the differences again being small.

6 Conclusion

It is difficult to draw any firm conclusions from these experiments. It is clear that,
although much less than 100%, the agreement between human partitionings of image
sets is much greater than that between humans and machine partitionings. The average
agreement between humans of 40.78% indicates that it is unrealistic to expect any CBIRS
to satisfy all users. To do better, a CBIRS would have to learn the characteristics of
particular users.

The gap between the average human/machine agreement over all permutations of
techniques of 13.63% and the human/human average no doubt indicates that the features
used as the raw data for the factor analysis techniques failed to capture important infor-
mation used in human similarity judgments. Factor analysis techniques cannot extract
information which isn’t there. It is worth noting, however, that the clusters produced by
these methods were pronounced “good” by several human observers — humans are all too
good at finding reasons for images to be associated.

Using a subset of 20% of the total image set did not adversely affect agreement with



human subjects. Image set 1 in our experiments appears to have been a slightly better
subset than image set 2. Since the computation time for these techniques grows at least
as the square of the number of images, the ability to use such a subset is is a significant
advantage. A more exhaustive evaluation of generalization performance is desirable, but,
as in most aspects of CBIRSs, the great difficulty obtaining ground truth in the form of
human similarity judgments.
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